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We propose a method to construct a classical analog of an open quantum system, namely a single quantum
particle confined in a potential well and immersed in a thermal bath. The classical analog is made out of a
collection of identical wells where classical particles of mass m are trapped. The distribution n(x, t) of the clas-
sical positions is used to reconstruct the quantum Bohm potential VBohm =− h̄2

2m
∆
√

n√
n , which in turn acts on the

shape of the potential wells. As a result, the classical particles experience an effective “quantum” force. This
protocol is tested with numerical simulations using single- and double-well potentials, evidencing typical quan-
tum effects such as long-lasting correlations and quantum tunneling. For harmonic confinement, the analogy is
implemented experimentally using micron-sized dielectric beads optically trapped by a laser beam.

Introduction.— Analogies in physics constitute a powerful
tool for the understanding of complex phenomena. Not only
they enable us to apply our knowledge and intuition of a spe-
cific domain to a different field, but also offer the possibility
to transfer experimental results from one branch of physics to
another. For instance, table-top experiments have been used
to get insight into complex – and experimentally unreachable
– domains such as quantum gravity and black holes, using
acoustic [1] or optic [2] analogs. Of particular interest here
are classical analogs of quantum systems [3], based on op-
tic [4] or hydrodynamic [5, 6] experiments. These analogs
rely on the Madelung representation of the wave function and
the corresponding “hydrodynamic” evolution equations for its
amplitude and phase, as in the de Broglie-Bohm version of
quantum mechanics [7–9].

When a quantum particle is immersed in a thermal bath, and
taking the limit of vanishing mass, the hydrodynamic model
can be cast in the form of a quantum drift-diffusion (QDD)
equation [10, 11], which is often used to describe charge trans-
port in semiconductor devices. Here, the QDD equation will
be the starting point of our quantum-classical analogy. In-
deed, the QDD model has the form of a classical Fokker-
Planck equation with the addition of an extra Bohm potential
VBohm =− h̄2

2m
∆
√

n√
n , which depends on the position probability

distribution n(x, t) of the particles and carries the information
about quantum correlations. As is well know, any Fokker-
Planck equation is equivalent to a stochastic process described
by a Langevin equation.

Our goal here is to use such underlying classical stochastic
process to emulate the evolution of a quantum system. For the
present case, the situation is somewhat more complicated, be-
cause the Bohm potential depends on the position probability
distribution, making the process nonlinear, as the random vari-
able depends on its own probability density. These types of
stochastic processes are known as McKean-Vlasov processes
[12] and have been extensively studied in the past [13].
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Here, we devise a classical analog of this process by recon-
structing the probability distribution by statistical means. Our
strategy is based on the possibility of simultaneously manip-
ulating many classical objects, whose ensemble distribution
n(x, t) is used as an input to construct the Bohm potential,
thus recovering the results of the QDD model. This can be
achieved numerically by simulating N stochastic trajectories,
but, most importantly, can also be realized experimentally, by
means of multiple optical trapping of micron-sized Brownian
particles [14], as illustrated schematically in Fig. 8. Experi-
mentally, up to a few thousand traps can be realized in practice
[15, 16].

FIG. 1: Schematic view of a possible implementation of the
quantum-classical analogs in a multiple optical trapping system.
Each identical trap contains a single Brownian particle and the

trapping potential, shared among all traps, is controllable. All the
particle positions are recorded and the information is collected at
each time-step to build the quantum Bohm potential. The latter is
then added to the optical trapping potential, thereby acting on all
trajectories. This information transfer is represented by the black

arrows one chosen trap.

In this work, we will focus on three configurations that
nicely capture some typical quantum effects: (i) a quantum
increase of the position autocorrelation time, (ii) an analog
of the quantum tunneling effect, and (iii) a departure from the
classical dynamics for out-of-equilibrium states. These effects
will be investigated with both numerical simulations – (i) and
(ii) – and optical experiments (iii).

Model.— The dynamics of a quantum particle interacting
with a classical thermal environment can be described, in a
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first approximation, by a Wigner-Boltzmann equation [17]
(for a single spatial dimension, which is relevant here):

∂ f
∂ t

+
p
m

∂ f
∂x
− i

2π h̄2

∫
e

i(p−p′)λ
h̄ [Vext (x+)−Vext (x−)]×

f (r, p′, t)dλ d p′ = Q( f ),
(1)

where x± ≡ x±λ/2, f (x, p, t) is the Wigner phase-space dis-
tribution, Vext(x, t) is the external potential, and Q( f ) is a col-
lision operator that models the interaction with the thermal
bath. Using a moment expansion of the Wigner-Boltzmann
equation [17–19], one can arrive at a set of two quantum hy-
drodynamic equations for the density n(x, t) and the mean ve-
locity u(x, t):

∂n
∂ t

+
∂ (nu)

∂x
= 0, (2)

∂ (nu)
∂ t

+
∂ (nu2)

∂x
=−kBT

m
∂n
∂x
− n

m

(
∂Vext

∂x
+

∂VBohm

∂x

)
− nu

τ
,(3)

where kB is Boltzmann’s constant, T is the temperature of
the thermal bath, m is the mass of the quantum object, h̄ is
Planck’s constant, and τ is the relaxation time. Quantum ef-
fects are contained in the Bohm potential: VBohm =− h̄2

2m
∂ 2

x
√

n√
n .

It is natural to choose for τ the classical thermalization time
of velocities: τ = m/γ , where γ is the drag coefficient of the
object in the fluid that makes up the thermal bath. Finally,
taking the limit τ → 0 and m→ 0 , while m/τ = γ remains
finite, enables us to drop the inertial terms [left-hand side of
Eq. (3)] and to inject the expression for nu into the continu-
ity equation (2), leading to a single quantum drift-diffusion
(QDD) equation for the density [11]:

∂n
∂ t

=
1
γ

∂

∂x

(
n

∂

∂x
(Vext +VBohm)

)
+

kBT
γ

∂ 2n
∂x2 . (4)

This equation has the structure of a classical Fokker-Planck
equation for Brownian motion, and differs from it only by the
presence of the Bohm potential. This is an important differ-
ence, however, as the Bohm potential VBohm[n] is itself a func-
tional of the probability density n(x, t) and its derivatives. The
stochastic process underlying Eq. (4) belongs to the class of
McKean-Vlasov processes [12, 13], describing random vari-
ables whose trajectories depend on their own probability dis-
tribution. The Langevin equation of the stochastic process as-
sociated with Eq. (4) can be written as:

dxt =−
1
γ

∂Vext

∂x
dt− 1

γ

∂VBohm[n]
∂x

dt +

√
2kBT

γ
dWt , (5)

where dWt is the Wiener increment due to white noise, with
zero mean: 〈dWt〉 = 0 and no memory: 〈dWtdWs〉 = δ (t −
s)dt.

In order to emulate Eq. (5) the key issue is to be able to
inject the probability distribution n into the stochastic process
itself. This can be achieved with a classical system if one
can generate (numerically or experimentally) N simultane-
ous trajectories in order to reconstruct n(x, t), and hence the

Bohm potential, at each time-step. Experimentally, this may
be implemented using a multiple optical trapping system (see
Fig. 8).

Equation (5) can be rewritten in a normalized form that
brings out a dimensionless parameter ε , which plays the role
of a normalized Planck constant and governs the strength of
the quantum effects (see Supplemental Material, Sec. A). In
our classical analog, ε is no longer related to Planck’s con-
stant, but can be adjusted at will, within the practical limits of
the experimental or numerical realization. The classical case,
i.e. standard Brownian motion, corresponds to ε = 0, while
when ε ≈ 1 “quantum” effects play a significant role.

Numerical results.— We use a quartic external potential
Vext = αx2 +βx4. We consider two cases, with either α > 0
(anharmonic single well) or α < 0 (bistable double-well po-
tential), and focus on the features of the equilibrium distribu-
tion. Transients will be analyzed later using an experimental
protocol. Simulations are performed with a first-order Euler-
Maruyama algorithm [20, 21] that solves the McKean-Vlasov
equation (5) for N trajectories x(t) simultaneously. At each
time-step, a smooth distribution n(x, t) is constructed from the
N trajectories by softening the particle positions x(t) with a
Gaussian kernel. Details are given in Supplemental Material
(Sec. B). We take as the initial condition the stationary dis-
tribution of a classical process (ε = 0), then turn on quantum
effects (ε > 0) and let the system evolve to its new equilib-
rium.

In the α > 0 case, the confining potential is a single quar-
tic well. In Fig. 2 (top left) we represent some simulated
trajectories. After a certain relaxation time, the system stabi-
lizes around a quantum equilibrium distribution, which differs
significantly from the initial classical Boltzmann equilibrium
n ∝ e−Vext/kBT (top right). This departure from the classical
result is due to the action of the Bohm force, which works
against the external confinement, as discussed in Supplemen-
tal Material (Sec. C).

In Fig. 2 (bottom frame), we show the normalized autocor-
relation at equilibrium: 〈x(τ)x(t0)〉/〈x2(t0)〉, where the aver-
age is over all the trajectories, as a function of the lag-time
τ . The initial time is set at an instant t0, when the distri-
bution has already relaxed to its quantum equilibrium. We
note that the addition of the quantum Bohm potential induces
longer-lasting correlations compared to the classical case. A
straightforward interpretation is that the McKean-Vlasov tra-
jectories are correlated with one another through the action of
the Bohm force.

We now turn to the case α < 0, for which the confining
potential is a bistable double well. Using the same numeri-
cal method, we simulate N = 3000 trajectories for both the
classical (ε = 0) and the McKean-Vlasov (ε = 2) stochas-
tic processes. In the classical case, the trajectories linger in
one of the wells for a relatively long residency time τR, be-
fore occasionally jumping to the second well due to thermal
fluctuations. In contrast, in the McKean-Vlasov case these
jumps occur much more frequently (Fig. 3, top left frame).
The jump events are correctly described by Poisson statistics
[22, 23] and the probability distribution of the residency times
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FIG. 2: (Top left) Evolution of 100 simulated trajectories, initially
distributed according to the classical stationary state in the quartic
potential Vext = αx2 +βx4, where α = 0.6 and β = 0.2, computed
with a total N = 3000 trajectories with ε = 4, for 300 time-steps

with dt = 10−1; (top right) Histograms of the initial (classical,
ε = 0) and final (quantum, ε = 4) equilibrium distributions, together
with the average Bohm force (solid line); (bottom) Logarithmic plot

of the normalized ensemble-averaged correlations
〈x(τ)x(t0)〉/〈x2(t0)〉 as a function of the lag time τ , for trajectories
x(t) undergoing a quantum McKean-Vlasov (orange triangles) or

classical (blue circles) stochastic process .

obeys an exponential decay law [24] P(τR) = λe−λτR , where
λ ≡ 1/〈τR〉. The results shown in Fig. 3 (bottom frame) are in
good agreement with this Poissonian law, both for the classi-
cal and for the McKean-Vlasov processes, albeit with different
values of λ , the effect of the Bohm potential being to decrease
the mean residency time. The enhanced mobility between the
two wells is clearly seen in the probability distribution of the
particle positions (top right frame), which signals a decrease
of the effective potential barrier due to the quantum Bohm po-
tential. This result can be interpreted as a manifestation of
quantum tunneling, which increases the frequency of barrier-
crossing events beyond the classical thermally-induced prob-
ability.

Experimental realization.— Next, we turn to the possibility
of implementing experimentally our classical-quantum ana-
log. For this, we adopt a harmonic confinement potential
Vext = κx2/2, which is easy to realize with an optical trap, and
also allows us to circumvent the need of using many traps to
implement the analog process. This approach will be used to
study the effect of the Bohm potential in an out-of-equilibrium

FIG. 3: (Top) Classical (ε = 0, blue) and McKean-Vlasov (ε = 2,
orange) trajectories in a double-well potential (α =−1, β = 0.1)

along with their respective probability distributions for N = 3000
trajectories simulated for 2000 time-steps with dt = 10−1; (bottom)
Probability distribution of the residency times τR for the classical
(blue circles) and quantum (orange triangles) cases. The straight

lines represent the corresponding Poisson distributions, with
〈τR〉= 42.9 for the classical and 〈τR〉= 8.4 for the McKean-Vlasov

case.

configuration.
First, we note in Supplemental Material (Sec. D)

that a Gaussian probability distribution: n(x, t) =

[2πS(t)]−1/2 e−x2/2S(t), where S(t) is the time-dependent
variance of the distribution, is an exact solution of the
McKean-Vlasov process (5), provided the variance obeys the
following equation:

dS(t)
dt

=−2κ

γ
S(t)+

h̄2

2mγS(t)
+

2kBT
γ

. (6)

Furthermore, for such Gaussian distribution the Bohm force
takes a simple analytical form: ∂xVBohm(x, t) = h̄2

4mγ

xt
S2(t) . In

this case, both the external force and the Bohm force have
the same functional form, linear in the stochastic variable xt ,
and can therefore be grouped together into a single harmonic
term with modified stiffness: κ̄(t) ≡ κ(t)− h̄2

4mγS2(t) . Hence,
the quantum McKean-Vlasov process can be expressed as an
ordinary (Ornstein-Uhlenbeck) stochastic process:

dxt =
−κ̄(t)

γ
xtdt +

√
2kBT

γ
dWt . (7)
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Despite this apparent mathematical simplicity, all the phys-
ical richness of the analog model is preserved, with the mod-
ified stiffness κ̄(t) still depending on the ensemble variance=
S(t) as a consequence of the quantum nature of the problem.
Moreover, in this harmonic case, the dimensionless parameter
governing quantum effects takes the form: ε2 ≡ h̄2

κ

2m(kBT )2 =

λ 2
dB/2λ 2

κ , i.e. half the ratio between the de Broglie thermal
wavelength λdB = h̄/

√
mkBT and the classical width of the

harmonic oscillator at thermal equilibrium λκ =
√

kBT/κ .
The specificity of the harmonic confinement is that the vari-
ance need not be measured out of a collection of trajectories
taking place simultaneously in N identical traps, as in Fig.
8. Instead, S(t) can be computed from Eq. (6) and then used
to construct the Bohm potential or force, thus avoiding the
necessity of using many optical traps in the experiment.

FIG. 4: Experimental variance of an ensemble of over
N = 2×104 trajectories during the transient between two

harmonic wells with different stiffness. The parameter governing
the strength of the Bohm force is ε = 1.8. We show results of the

quantum McKean-Vlasov (orange triangles) and classical
Ornstein-Uhlenbeck (blue circles) dynamics. The colored patches
corresponds to a 99.7% confidence interval, taking into account

both experimental and statistical errors –see Supplemental Material
(Sec. F). On each curve, we superimpose the result of a numerical
simulation performed by measuring at each instant the ensemble

variance of N simultaneous trajectories and using it to compute the
Bohm force (respectively, red and blue thin solid lines). We also
show the result of Eq. (6) for the variance (blue and red dashed

lines). The inset shows the evolution of the stiffness κ̄(t) (orange
line) as well as the equivalent classical step κ̄cl(t) (blue dashed line).

Our experimental setup, presented in detail in Supplemen-
tal Material (Sec. E) is composed of a single 1µm dielectric
bead optically trapped by a 785nm Gaussian laser beam. The
optical potential created by the gradient forces at the waist of
the beam is harmonic, with a stiffness that is proportional to
the intensity of the laser and can thus be controlled precisely.
The bead is immersed in water at ambient temperature and
undergoes Brownian motion due to the thermal fluctuations.
The overall motion is consistent with an Ornstein-Uhlenbeck
process and is therefore suited to implement our model.

Here, we use the above approach to study out-of-

equilibrium evolutions with a time-dependent stiffness κ(t).
The simplest possible out-of-equilibrium process is the tran-
sient occurring when the stiffness κ(t) is suddenly changed
from an initial value κi to a final value κ f (step-like protocol).
The system is at thermal equilibrium at the initial and final
times. The transient evolution of the variance can be com-
puted using Eq. (6), allowing us to construct the modified
stiffness κ̄(t), which evolves from κ̄i to κ̄ f in a non-trivial
way due to the influence of S(t). One can argue that, since
different values of ε lead to different values of κ̄ for the initial
and final equilibria, the classical (ε = 0) and quantum (here,
ε = 1.8) transients are difficult to compare, as they do not be-
gin and end with the same values of the stiffness. With this in
mind, we also implemented an equivalent classical protocol
κ̄cl(t) that goes from κ̄i to κ̄ f in a step-like way, i.e. with-
out the dynamical influence of the Bohm force. These two
protocols, represented in the inset of Fig. 4, connect the same
initial and final equilibria, and are thus well-suited to compare
the classical and quantum dynamics out-of-equilibrium.

Finally, in order to obtain ensemble averages out of our sin-
gle trajectory, we rely on the ergodic hypothesis and use a
time-series of trajectories instead of a statistical ensemble. We
send the same κ(t) protocol at a low enough repetition rate so
that equilibrium is reached between two consecutive events,
and then reconstruct a synchronized ensemble from this time
series. The result is an ensemble of over N = 2×104 trajec-
tories experiencing a given protocol, either κ̄(t) in the quan-
tum case or κ̄cl(t) in the classical case.

The main observable of interest here is the time evolution of
the ensemble variance, represented in Fig. 4 for both the quan-
tum and classical cases. Our measurements clearly reveal the
influence of the Bohm force on S(t). Strikingly, the addition
of an effective quantum force accelerates its relaxation, and
this for all selected values of ε , as presented in Supplemen-
tal Material (Sec. F). Looking at κ̄(t) in the McKean-Vlasov
process (Fig. 4, inset), the acceleration appears as the result
of a strong and sudden reduction of the optical trapping vol-
ume under the influence of the quantum Bohm force field. On
each curve, we also represent the result of numerical simula-
tions, where the evaluation of the Bohm term is not performed
through the solution of Eq. (6), but by actually computing the
ensemble variance of N = 2×104 distinct trajectories at each
time-step. The agreement of both the experimental and nu-
merical results with the analytical solution of Eq. (6) is quite
remarkable.

Conclusion.— We highlighted an analogy between an open
quantum system immersed in a thermal bath and a classical
nonlinear stochastic process (McKean-Vlasov process). This
correspondence opened up the possibility to build a classi-
cal analog of the quantum model, by evolving many stochas-
tic trajectories in parallel and using their distribution to re-
construct the quantum Bohm potential. This classical analog
was realized both numerically and experimentally, evidencing
typical quantum effects such as long-lasting correlations and
quantum tunneling.

The present work is a first step in the experimental imple-
mentation of classical analogs of quantum systems using op-
tically trapped Brownian particles. Of course, the QDD equa-
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tion used here is a highly specific model, whose validity is
constrained by several conditions. But the approach outlined
in this work should pave the way to the classical realization of
fully quantum evolutions, described in their most general case
by the time-dependent Schrödinger equation.
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Nature 462, 74 (2009).

[16] Y. Wang, S. Shevate, T. M. Wintermantel, M. Morgado, G. Loc-
head, and S. Whitlock, npj Quantum Information 6, 1 (2020).

[17] G. Manfredi, P.-A. Hervieux, and J. Hurst, Rev. Mod. Plasma
Phys. 3, 13 (2019).

[18] C. L. Gardner, J. Appl. Math. 54 (1994).
[19] G. Manfredi, Fields Institute Communications Series 46, 263

(2005).
[20] G. Volpe and G. Volpe, Am. J. Phys. 81, 224 (2013).
[21] P. E. Kloeden and E. Platen,

Numerical Solutions of stochastic differential equations,
vol. 23 (Springer-Verlag Berlin Heidelberg, 1992), 1st ed.,
ISBN 978-3-642-08107-1.

[22] D. S. Grebenkov, Journal of Physics A: Mathematical and The-
oretical 48, 013001 (2014).

[23] L. Mandel, Opt. Lett. 4, 205 (1979).
[24] A. Simon and A. Libchaber, Phys. Rev. Lett. 68, 3375 (1992).
[25] W. H. Zurek, Los Alamos Science 27, 11 (2002).
[26] I. Burghardt and K. Moller, Journal of Chemical Physics 117

(2002).
[27] K. Lindfors, T. Kalkbrenner, P. Stoller, and V. Sandoghdar,

Phys. Rev. Lett. 93, 037401 (2004).
[28] K. Berg-Sørensen and H. Flyvbjerg, Review of Scientific In-

struments 75, 594 (2004).

SUPPLEMENTAL MATERIAL

A: NONDIMENSIONALIZATION OF THE
MCKEAN-VLASOV PROCESS

In order to derive a non-dimensional description of the
QDD equation for n(x, t), we start with

∂n
∂ t

=
kBT

γ
∆n− h̄2

2mγ
∇

[
n∇

(
∆
√

n√
n

)]
+

1
γ

∇ [n∇V ] , (8)

and make the following change of variables, focusing on a
quadratic external potential Vext =

1
2 κ(t)x2 for simplicity:


t→ t̃ = t/τrelax,

x→ x̃ = x/λκ ,

V =
1
2

κx2→ Ṽ =
1
2

κx2/κiλ
2
κ .

(9)

Here, κi corresponds to the initial stiffness, τrelax = γ/κi is

the corresponding relaxation time and λκ ≡
√

kBT
κi

the clas-
sical width of the harmonic oscillator at thermal equilibrium
fixed by equipartition. This change of variables leads to

∂n
∂ t̃

= ∆n− ε
2
∇

[
n∇

(
∆
√

n√
n

)]
+∇ [nκ̃(t)x̃] (10)

where ε2 ≡ h̄2
κi

2m(kBT )2 is the dimensionless parameter de-
scribed in the main text. The non-dimensional stochastic
McKean-Vlasov process then writes as:

dx̃t =−∇Ṽextdt̃ + ε
2
∇

(
∆
√

n√
n

)
dt̃ +
√

2dW̃t . (11)

As discussed in the main text, ε can be described as half
the ratio between the de Broglie thermal length λdB and the
classical width of the harmonic oscillator at thermal equi-
librium λκ . Another possible interpretation can be given
as the ratio between the quantum decoherence time and the
thermal relaxation time τrelax. Following [25], the loss of
quantum coherence is governed by a typical time scale τD =

τrelax

(
h̄2

2mkBT ∆x2

)
where ∆x is a typical length scale of mo-

tion. In our case, w propose ∆x = λκ =
√

kBT/κ . This gives
ε2 = τD/τrelax hence the ratio between the decoherence time
and the relaxation time.
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B: NUMERICAL METHOD

Our numerical approach is based on the Euler-Maruyama
stochastic algorithm [20, 21]. It consists in a discretisation
of the stochastic differential equation up to O(∆t1/2) in time
increment. For the stochastic equation

dxt =−∇Vextdt +∇

(
∆
√

n√
n

)
dt +
√

2dWt ,

where all variables are non-dimensional, it takes the form

yi+1 = yi−∇Vext(yi)∆t +∇

(
∆
√

n(yi)√
n(yi)

)
∆t +
√

2∆tξi (12)

where yi is the numerical approximation of x(t) and ξi is a
normally distributed random variable.

Our numerical approach is the following: as for a classical
stochastic algorithm, we compute one time-step for N Brow-
nian particles simultaneously and then we evaluate the forces
for the next time-step. The specificity of this case arises from
the evaluation of the quantum force, that demands an evalu-
ation of the density n(yi). We use a particle in cell method
to evaluate n : to each particle we associate a Gaussian ker-
nel, the sum of those being a reasonably smooth evaluation
of the density. From the evaluation of n(yi) we are able to

compute the quantum force ∇

(
∆

√
n(yi)√

n(yi)

)
, used to compute

the next time-step.
One important parameter here is the size of the Gaussian

kernel used. A too small kernel will lead to a noisy evalu-
ation of the density, that will become unpractical because of
the three derivative and the division occurring in the quan-
tum force. This can result in a divergence of the algorithm or
an unphysical perturbation : the (theoretically deterministic)
quantum force taking a stochastic character. Of course small
kernel can still be used if the number of particle is very large,
in which case the distribution will remain smooth. The ques-
tion only arises when small statistics are used, as we do in ou
work in order to stay close to the experiments. In our case,
where 3000 trajectories are used, we compromise between a
kernel of size close to 0 (a.u.) that will be a sum of Dirac
delta functions and of size close to 1 that will be a Gaussian
approximation of the distribution. We use a value of 0.8 that
is large enough to smooth out irregularities arising from the
small statistics but small enough to account for the specificity
of the distribution with respect to its Gaussian counterpart (as
seen with the variance and kurtosis). The Probability densities
and their estimations are represented on the Fig. S5.

C: DISTRIBUTION ANALYSIS

On Fig. S6, we represent a logarithmic plot of the final
distribution of N = 3000 simultaneous trajectories for differ-
ent cases. We also show the fitting of the distribution with

FIG. 5: Probability density and its estimation by a sum of
Gaussian kernels for 3000 trajectories. We note that the choice of

the kernel size leads to a flattening of the distribution.

two models: the Ornstein-Uhlenbeck final distribution is fit-
ted with a Gaussian distribution and the two other are fitted
with a model of the form P = p1ep2x2+p3x4

which is a classi-
cal Maxwell-Boltzmann distribution in a quartic potential. We
see that the McKean-Vlasov final distribution also enters this
category, which means that the Bohm potential in this case
also takes the form of a quartic-type potential. We also rep-
resent the first moments of the distributions to obtain more
precise informations. We can note that the quantum and clas-
sical cases in a quartic potential (orange and blue lines) differs
mostly by their respective variances, their kurtosis (describ-
ing their tailedness) are similar, departing noticeably from the
Gaussian case. The skewnesses, as expected, are zero since
all distributions are symmetrical.

On Fig. S7 we represent the Bohm force in the quartic case,
along with a third order polynomial fit and the Gaussian limit.
We see that the agreement of the fit is good, showing that in
this case again, the Bohm potential takes a form similar to the
external potential.

D: HARMONIC POTENTIAL AND GAUSSIAN
DISTRIBUTION

We consider an quadratic potential Vext = 1
2 κx2 and a

Gaussian distribution n(x, t) = (2πS(t))−1/2exp[−x2/2S(t)]
where S(t) is the time dependent variance. Within the Gaus-
sian assumption the Bohm potential simply writes VB(x, t) =
h̄2

2m

(
−1

2S(t) +
x2

4S2(t)

)
and is quadratic in position x. The Bohm

force will therefore be linear in x, similar to the external force.
If we inject the Gaussian Ansatz and the harmonic assumption
in the QDD model and solve for S(t), we obtain

Ṡ(t)
2

βn =−2κ

γ
S(t)βn+

h̄2

2mγS(t)
βn+

2kBT
γ

βn (13)

with β ≡
[

x2

S2 − 1
S

]
and n that can be simplified leading to the

variance ordinary differential equation (ODE):

dS(t)
dt

=−2κ

γ
S(t)+

h̄2

2mγS(t)
+

2kBT
γ

. (14)
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This result shows that any Gaussian initial distribution
injected in the QDD model will remain Gaussian at any time,
as shown in the general QHD case in [26]. Therefore, the
QDD model within these assumptions can be fully described
by the simple first order differential equation of its variance
(for a zero mean).

E: EXPERIMENTAL SETUP

Our experiment, schematized Fig. S8, consists in the trap-
ping of a single Brownian object in the harmonic potential
created by a focused laser beam. A linearly polarized Gaus-
sian beam (CW 785 nm diode) is focused by a water immer-
sion objective (Nikon Plan-Apo VC, 60×Numerical Aperture
1.20 Water Immersion) into a fluidic cell of 120 µm thickness
filled with deionized water with a monodispersed suspension
of polystyrene microspheres (Thermoscientific Fluoro-Max,
radius 500 nm). We make sure that only one single bead is
trapped at the waist of the focused beam, using an interfero-
metric scattering microscopy system (not shown on the figure)
[27].

The position of the bead is recorded using a low-power
counter-propagating laser beam (639 nm diode), focused on
the bead using a second objective (Nikon Plan-fluo ELWD
60x0.70). The light scattered by the bead is recollected and
send to a photodiode (Thorlabs Det10A). The signal recorded
(in V/s) is send to a low noise amplifier (SR560) and then ac-
quired by an analog-to-digital card (NI PCI-6251). The signal
is filtered through a 0.3 Hz high-pass filter at 6 dB/oct to re-
move the DC component and through a 100 kHz low-pas filter
at 6 dB/oct to prevent from aliasing. The position of the bead
along the optical axis is, for small enough displacements lin-
ear with the scattered intensity. Furthermore, we work in the
linear regime of our photodiodes so that the signal remains
linear with the intensity. Finally, the resulting voltage trace is
well linear with the instantaneous position x(t) of the trapped
bead.

F: EXPERIMENTAL METHOD, CALIBRATION AND
ERROR CALCULATION

In our experimental implementation, the optical potential
created by the focused laser beam is locally harmonic. The
stiffness of the harmonic potential κ(t) is proportional to the
laser power P(t) and can be controlled by the experimentalist.
Our experimental method and calibration are based on the the-
oretical results obtained in the harmonic and Gaussian case,
mainly the relation between the stiffness κ(t) and the variance
S(t) given by the variance ODE Eq. (14). It makes it possible
to realize the McKean-Vlasov process using one single trajec-
tory and to use this system to probe out-of-equilibrium states,
with a given protocol κ(t). The method is the following: first
a protocol κ(t) is defined, a value of the parameter ε is cho-
sen and is transferred to an arbitrary Planck constant h̄2

arb =
2m(kBT ε)2

κi
. Then the variance ODE is solved for this protocol

and the modified stiffness κ̄(t) = κ(t)− h̄2
arb/4mS2(t) is in-

jected as a laser intensity protocol. The different steps of the
procedure including the calibration are summarized Fig. S9.

This procedure however relies on a precise calibration of
the system: in order to use the variance differential equation,
we need to know with the best possible precision the stiffness
κ(t) at play in the trap. In this section, we detail our method.

In order to predict the stiffness in the trap, we first calibrate
the linear relation between the trapping laser power P(t) and
κ(t). We use the power spectral density (PSD) method [28].
The Ornstein-Uhlenbeck process is describing the Brownian
motion in the trap

dxt =−(κ/γ)xtdt +
√

2kbT/γdWt ,

where γ is Stokes coefficient given by γ = 6πηR where η is
water viscosity and R the beads radius. This process can be
spectrally analysed with the position PSD:

Sx( f ) =
D

π2( f 2
c + f 2)

. (15)

where the roll-off frequency fc = κ/2πγ separates the high
frequency regime Sx( f ) ∼ D/π2 f 2 of free Brownian motion
from the low frequency trapping regime Sx( f ) ∼ D/π2 f 2

c =
4kBT γ/κ . By recording a trajectory with a certain laser
power, one can obtain the stiffness κ from the roll-off fc, by a
Lorentzian fit of the spectrum. On Fig. S10 (left) we represent
PSD and fit for different trapping strength that gives the lin-
ear relation between κ and the laser power. It is then possible
to send a designed protocol of stiffness κ(t) by inverting the
relation.

In order to build an ensemble of synchronised trajectories
experiencing a defined protocol, we rely on the ergodic hy-
pothesis. From one long trajectory experiencing a series of
protocols, we build an ensemble of Nexp ≈ 2 · 104 trajecto-
ries. We start by defining a step-like protocol where κ(t)
goes abruptly from κi to κ f and send it as P(t) to the trapping
laser. From the obtained ensemble of trajectories experiencing
a transient relaxation, we extract the photodiode signal vari-
ance 〈V 2(t)〉 that follows an exponential decay (solution of
the classical Fokker-Planck equation). This decay∼ e−κ f t/γ is
fully characterising the final stiffness. With an exponential fit
of both the ”up” and ”down” stiffness steps, we recover a mea-
surement of the stiffness performed in the time-domain. This
allows us to measure, during the experiment the actual stiff-
ness at play that can depart slightly from the expected value,
due to small drifts or to fit errors of the Lorentzian [28]. Since
we double each McKean-Vlasov experiment with an equiva-
lent classical step, we can perform this dynamical calibration
for each experiment.

After the first step-like protocol experiment, we define a
value of ε and perform both the quantum and the classical
analog experiments. The dynamical calibration gives the val-
ues of κi and κ f , that yield an ε that can slightly differ from
the predicted value. These values correspond to the parame-
ters needed for the analytical results.
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Furthermore, the variance S(t) and the stiffness κ(t)
are unambiguously connected by the variance differential
equation dS(t)

dt = − 2 ¯κ(t)
γ

S(t) + 2kBT
γ

. Hence, once we know
the stiffness, we can compute S(t) and can then calibrate
our measured voltage variance 〈V 2(t)〉 to S(t). We fit the
transformation by a linear relationship S(t) = α〈V 2(t)〉+ β

which implies that the position transforms according to
xt =

√
αV (t) +

√
βN (0,1) where the first term represents

the linear response of the photodiode and the second the sum
of all experimental noises (that we approximate as a resulting
white noise). This method allows a precise calibration of the
variance, as seen on Fig. S11, which is our only observable
here. This method gives the position itself only up to the
noise therm, which is several order of magnitude smaller than
the α term.

The error on the experimental variance essentially comes
from three main sources. One is the error on the experimental
parameters such as the temperature or the radius of the trapped
bead, through the viscous drag coefficient γ . It is dominated

by the 2.8% uncertainties on the beads radius R that result in
a similar error on γ = 6πηR where η is the water viscosity.
Other sources of errors (temperature) are also taken into ac-
count but their final influence is not significant. Temperature
in particular is controlled with a precision better than 1 K.
The error on the radius is simply taken into account by carry-
ing the whole analysis with the two ”worst” values of radius,
yielding an error δparam ≈ 3% between the two extreme re-
sults. The second source of errors is the statistical reliability
of an estimator of the variance on an ensemble of finite size. It
is obtained following the χ2 test on N−1 degrees of freedom,
where N is the size of the ensemble. We carry the test with
3σ = 99.7% confidence interval giving δχ2 . The third source
is the error arising from the fitting procedure in the calibration
of the decay to obtain the stiffness and to calibrate the vari-
ance from V to m2 giving δ f it . The obtained variance is then
defined up to:

Sexp = 〈x2(t)〉±
(

δχ2(t)+δparam(t)+δ f it(t)
)
. (16)

These different sources give the colored patch shown on
each experimental figures.
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(a)

(b)

(c)

(d)

FIG. 6: (a) distributions for the three different cases : classical
process in a confining quartic potential (blue circles),

McKean-Vlasov process in a quartic potential (orange triangles),
classical Ornstein-Uhlenbeck process in a quadratic potential (green
stars). (b) variances of the different processes, with the same colors.

(c) skewness. (d) kurtosis. We can note on the skewness the
symmetry of the distributions. On the variance and the kurtosis, we

note that despite of the flattening of the distributions due to the
kernel size, the specificity of each case is still visible.
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FIG. 7: Mean Bohm force in the case of a quartic external
potential, with a third order polynomial fit. We also show the

quadratic limit, which is simply ∼ x/S2.

FIG. 8: Schematic view of the experimental setup: a 1 µm
dielectric bead immersed in water is harmonically trapped in the

waist of a focused 785 nm laser Gaussian beam. Its position along
the optical axis x is recorded with a 639 nm low power probe laser.

Both beam are separated using a dichroic mirror and the probe
signal is recorded using a photodiode. The intensity signal is

linearly dependent on the bead displacement and can be calibrated
in order to obtain x(t)

FIG. 9: Schematic sequence of the different steps of our
experimental calibration procedure. P is the trapping laser power, κ

the stiffness of the harmonic potential, κ̄ is the modified stiffness
that includes quantum effects through κ̄(t) = κ(t)− h̄2

arb/4mS(t)2.
κ̄cl is the step-like protocol connecting the same initial and final
stiffnesses, V (t) is the voltage signal of the photodiode recording
the beads position along the optical axis x(t), κmeas is the stiffness

obtained by the relaxation calibration and S[κmeas] is the solution of
the variance ODE for κ(t) = κmeas(t).
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(a)

(b)

(c)

FIG. 10: (a) power spectral densities of the measured photodiode
voltages for different trapping stiffnesses with Lorentzian fit, (b)

exponential decay fit of the ”up” step from κi to κ f (κ f > κi),
allowing us to obtain a measure of κ f , (c) exponential decay fit of

the ”down” step from κ f to κi, allowing us to obtain a measure of κi.
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(a)

(b)

(c)

(d)
FIG. 11: Experimental results: we show the evolution of the
variance of the ensemble of over 2 ·104 trajectories during an

out-of-equilibrium state, between two harmonic confinements of
different stiffnesses. The corresponding values of the ε parameter

governing the strength of the Bohm force are ε = 0 (a); ε = 1.0558
(b); ε = 1.4089 (c); and ε = 1.801 (d). For all cases, we show the
result of McKean-Vlasov dynamics (orange triangles) as well as a

classical equivalent Ornstein-Uhlenbeck dynamic (blue circles)
experiencing a transition between the same initial and final
distributions. On each curve, we superimpose the result of a

numerical simulation performed by measuring at each time-step the
ensemble variance of N = 2 ·104 simultaneous trajectories and

reinjecting it in the next time-step (respectively red and blue thin
solid lines). We also show the result of the variance differential

equation (respectively red and blue thick dashed lines)
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